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Privacy and Technology: a Problem of Regulation and Rights

Introduction

The ubiquitousness of privacy issues, and the risks that they pose, in the world of

business, has been highlighted by a recent Congressional investigation, which

has seen members of the board of Hewlett-Packard (HP) resign, and the

prospect of criminal charges being laid. The issue at the heart of this imbroglio is

the use of “pretexting” – using false identities – and using tracing technology

embedded in emails to access telephone records of employees, directors and

journalists and to investigate their linkages.1

In developed western nations there has been a longstanding interest in privacy,

an interest which is almost woven into the fabric of society. A simple example of

this embeddedness is the aphorism that ‘an Englishman’s home is his castle’. In

the last decade this interest in privacy has intensified and is being applied to an

increasing number of areas, frequently in the phrase ‘right to privacy’. As far as I

can see the concept of privacy has achieved little purchase in much of Asia

where there is less of a tradition of individualism or individual rights.

Nevertheless, with increasing affluence and technological sophistication it likely

that there will be a growing interest in privacy. This concern will not be confined

to organisations of a particular size or in a particular sector. Indeed, it is a key

contention of this paper that the issue of privacy is or will become important to

employees, owners and managers of SMEs.

Privacy rights risk becoming a ‘wicked problem’2 – an intractable contest between

rights claims and technology: definitions of key terms such as ‘privacy’ are not

agreed upon, whether there is a problem is contested, and widely varying

solutions may be unsuccessful, add to the problem, or create a new and worse

problem. This risk is particularly important in two areas: information collection

and distribution and workplace surveillance.

Technology changes traditional confidentiality of records, advice, deliberation

and work; it encourages new forms of information management, openness and
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also secrecy.3 While it therefore enlarges the scope of government capacity to

obtain, store, use and distribute data on citizens, it also alters patterns of work

and builds new demands for accountability. Thus it can be seen that privacy has

shifted from its earlier focus on concerns around bodily, intimate and physical

protection, the private sphere of life, to concerns about invasions of informational

and decisional privacy and modern surveillance techniques.4

In the workplace, surveillance has a key role in monitoring safety and compliance

with laws on harassment or bullying, such as might occur via email and SMS

(mobile telephone) systems, but it also has a role in monitoring efficiency.5 It can

provide management with insight into misuse of resources, including data. In one

recent instance, the main employment agency in Australia announced a raft of

dismissals, resignations and further investigation of employees discovered to

have accessed data improperly, used or distributed that data improperly, and in

some cases to have falsified it. Technical capacity to detect such behaviour

raises questions of values and of individual privacy but also provides

reassurance that some other privacy has been protected.

Privacy, then, is core issue for Information and Communication Technology (ICT)

for work and in workplaces.

What is privacy?

What is the content of the word ‘privacy’, how the state should respond to it – if at

all – and whether it is a problem of rights, or some other kind of problem, are

difficult questions.

Commentators often use ‘privacy’ as though it has a precise meaning, but in fact

it depends on specific cultural or political values. When we seek to define privacy

with reference to experience in other countries, each with their own traditions and

institutions, we soon detect diversity . The United States, for example, tends to

favour the rights of capital over the rights of labour, and it worries less about

effects on privacy; surveillance of communications is a fact of life.6 French law,
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by contrast, favours the view that people enter the workplace with private rights

intact and any infringement must be strictly necessary and for specific ends.7

Australian employers tend to tolerate a certain amount of non-business

communication, but there is no right to such tolerance.8

The Victorian Law Reform Commission has put the problem succinctly: ‘privacy

is a slippery term for which there is no adequate legal definition’, but ‘legal theory

must nevertheless attempt to come to terms with the problem of privacy, and find

ways of determining how the law can best regulate those values that are

mobilised in the name of privacy’.9

A right to privacy?

Privacy as a right is traced back to The Right to Privacy by Warren and Brandeis

who in 1890 defined privacy as an individual right ‘to be let alone’. This traditional

liberal perspective is embedded in US approaches to government: it restricts

government power through negative controls.10 Warren and Brandeis argued that

solitude and privacy have become essential because of the increasing intensity

and complexity of life, and – in an early awareness of technical capacity – the

intrusiveness of journalism.11 They distinguished privacy from legal actions such

as slander and libel, which were presented as forms of intangible property rights.

They posited privacy as a right in itself, premised upon the principle of ‘an

inviolate personality’.12 But this conception of privacy as a right is at odds with

other legal handling of damages to people. According to Leebron, ‘part of the

legacy of Warren and Brandeis is that the privacy tort is virtually the only tort’

conceived of as a ‘right, rather than the more familiar concept of a tort as the

conduct of the defendant or the consequential damages suffered by the

plaintiff’.13

Commentators who embrace ‘privacy as a right’ connect privacy to concepts of

personal autonomy and identity, and to human rights ideas relating to the

inherent dignity of the person.14 This is generally theorised in connection with the

private sphere of life and personal relationships.15 A second theme is about
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controlling personal information and restricting access to the self. This strongly

overlaps with the first, but also addresses concerns about new technologies and

their potential to reveal personal information about individuals. Often the two

themes are linked together.16

Another approach is ‘pragmatic’ or ‘functionalist’. This largely rejects concerns

about ‘rights’ or ‘values’, and instead focuses on the ‘interests’ or ‘practices’

needing protection under the rubric of privacy. Privacy is valued instrumentally,

and in contrast to the rights approach, is also valued contextually.17

For government, the crucial interest at present may well be informational

privacy.18 Government needs to provide a legal framework that protects

individual privacy, yet also permits effective, authorised data gathering by its own

agencies and by employers.19 Such data are necessary for informational and for

enforcement purposes. But informational privacy does not address issues like

surveillance, monitoring, testing and searching, or the dynamics of workplace

power relations in which invasions of privacy occur, or bodily, territorial or

communication interests.20 Second, attempting to define privacy based on

interests can move it closer to an economic approach in which privacy is a

marketable commodity.21 This shifts power from individuals to corporations.

Certainly individuals could trade their privacy, and be paid for the information

they furnish,22 but in dealing with both business and government, disparity of

power is obvious.23 Privacy and power are interconnected, particularly in the

workplace, where practices such as monitoring workplace email are part of a

continuum that includes surveillance cameras in the workers’ changing rooms,

random drug testing and so on.24

The issue of privacy protection did not become a concern in Australia until 1985

when the Australian government attempted to address serious tax evasion

through the development of a national identification scheme. The ‘Australia Card’

proposal involved a central register containing data about each resident. What

was proposed was an obligatory, multi-purpose identification card, which would

have been required in order for citizens to deal with government agencies and
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private sector organisations, such as employers and financial institutions.

Equivalent obligations were to be placed on organisations to demand the card

and record its code. The proposal generated wide public concern about

intrusions into citizens’ privacy and also record keeping on individuals. It was

opposed by various civil liberties bodies, and prompted the creation of the

Australian Privacy Foundation. As a result of public opposition, the Bill failed to

pass the Senate and was replaced by a more modest proposal that created a

single purpose tax file number for all working age citizens.25 Ironically, the chief

political opponents of the card – Prime Minister John Howard and Attorney

General Philip Ruddock – are now in government, and are proposing, as a

response to threats of terrorism, a similar scheme to the Australia Card, but

containing additional technical advances. With its growing interest in general

intrusiveness on security grounds, government information gathering may also

spill over into workplace surveillance – witness the controversies about

government direction of research into terrorism in universities.26

Is a definition of privacy necessary?

A precise definition of privacy remains elusive, and this places severe limits on

the range of government responses. But it is not necessary to have a precise

definition as is evident from the European adoption of a ‘floor of rights’ approach.

The ‘floor of rights’ approach has been applied successfully across both public

and private spheres of power, and has been able to address private spheres of

life as well as relationships of power, as found in the employment relationship.27

The European Union approach also shows the importance of building a

comprehensive and integrated approach. A privacy regime that protects workers’

rights is anchored in a longstanding, broader, progressive, ‘rights culture’, where

the notion of the ‘human rights of workers’ is already part of the political or

philosophical lexicon.28 The existence of an array of instruments, codes, and

conventions governing broader arrangements of power in society, between

citizens and government, citizens and the legal system, and between citizen and
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citizen also provides a frame within which the privacy discourse is undertaken

and in which government policy is implemented.29

Thus, the broader sociopolitical framework has implications for the governance of

workplace privacy and of privacy generally. Building a privacy regime in a

vacuum is likely to prove problematic and result in divergent outcomes.30This

conclusion has significant implications for the development of a comprehensive

privacy protection regime.

Enter technology

Information and communication technology (ICT) offers enormous potential for

the surveillance of citizens. Closed circuit television in public places and business

premises, iris scanners at airports, facial recognition technology, electronic

freeway tolling, the deployment of traffic cameras, and information supplied to

internet servers by the use of customers’ credit cards, can track, monitor and

provide a massive amount of personal information.31 On a Weberian-Orwellian

view, the extension of surveillance is part of a broader social movement that aims

at control.32 In the workplace, this becomes surveillance of workers to ensure

compliance with rules. From a Foucaldian perspective, surveillance is a technical

example of the Panoptic lens, which ensures that all workers can be watched

and they cannot know whether they are being observed at any one time.33

Taylorist management perspectives see such surveillance as the natural

development of scientific management.34 At a societal level, CCTV, mobile

telephone tracking, improved satellite visual tracking and a range of implanted

technologies in equipment and in people themselves can ensure a high level of

monitoring. One side of this argument would be that such monitoring allows for

improved planning (for example, traffic patterns, transport use, congestion in

public spaces); the other side would be the risk of assembling data sets to

establish patterns of movement that support inferences of illegal intent.

The intrusiveness of technologies is apparent in the surveillance of email, voice

mail and internet ‘surfing’, the monitoring of keyboard strokes, the introduction of
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biometric ID systems, alcohol and drug testing, genetic testing and pre-

employment investigations. The tools upon which many employees work are

themselves the objects of surveillance, and they can be checked without the

operator’s knowledge.35 Concerns about privacy and surveillance bring to the

fore requirements that are placed upon organisations and managers which may

conflict with individual privacy rights. Effective management of these issues is

one of the major challenges facing business, particularly as new technologies

open up greater possibilities for data-sharing and other forms of networked

collaborative working. Not dealing with these competing issues risks forfeiting the

opportunities that ICT offers by imposing inappropriate controls or, conversely,

failing to take advantage of benefits for efficiency and proper behaviour.

The management of workplace privacy can be further complicated by issues that

are unrelated to technology but which require employers to balance the

necessity to regulate behaviour and protect privacy. For example, in the

Australian context one highly problematic scenario involves workplace

relationships and the potential for co-worker dating to result in allegations of

sexual harassment.. Thus, on the one hand, employment rules concerning

relationships between co-workers may be an invasion of privacy, but, in the

absence of such rules, organisations may expose themselves to liability under

equal opportunity or occupational health and safety legislation.36.

To regulate or not?

ICT and regulation of privacy are thus enmeshed in shifting webs of problems

and proposed solutions. The more we know about technology the more insoluble

issues of privacy threaten to become. Regulation to protect privacy has emerged

as a strongly supported ‘solution’ for a ‘problem of privacy’.37

Regulation is in fact peculiarly unsuited for ordering ICT activities, because it

seeks to organize a constantly changing space in which the patterns are

unknowable. Regulation, too, is only desirable when it benefits society over and

above any costs it imposes. We should therefore explore whether regulation’s
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costs (constraints on ICT opportunities and benefits) outweigh gains (perceived

individual privacy).

In business, restricting the organization’s ‘right to know’ the ways in which

employees are using the email or telephone systems is partly an issue of

ensuring privacy in personal communications (if that is permitted in any case),

but it comes up against risks of reckless behaviour that may jeopardize the

business or the deliberate transfer of intellectual property to an external recipient

for personal gain.

For government, too, preoccupation with individual privacy, for example, is often

at odds with demands for information or services.38 Citizens often cannot

articulate their concepts of privacy, but they ‘know privacy when they see it’.39

They have contradictory attitudes towards data-sharing:40 for example, they

approve of data sharing to attack terrorism or violent crime, but not to uncover

tax or welfare fraud.41 They do not easily separate privacy concerns from service

demands. Moreover, we notice loss of privacy when attention is drawn to it, but

not otherwise, yet in the ICT world, exchange between the individual and the

wider domain of transactions and information gathering and sharing is constant

and expanding.42 What people think privacy is, and whether they are passionate

about it, depends on who asks, what is asked, and the context of the request.

In debates about privacy two types of public interest collide, one interest in

individual identity and security confronts another of demand for services and

security. The general public interest, often directed at public goods like health

that depend on substantial data and sharing that data, comes up against privacy

as a private good that seeks to withhold release or release selectively.

Conceptually, this latter privacy is restrictive and reactive; the inside (the self)

maintains barriers against pressure from the outside (the other).43 Yet regulation

supporting such privacy depends heavily on the ‘outside’, the legislative and

administrative power of the state, and requires a positive engagement of the

state in the support of citizens’ interests. Consequently it can be argued that the

citizens’ interests or rights in privacy may be subordinated to a greater public
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interest.

There is a need for deeper examination of the implications of ICT for privacy. ICT

effects are mercurial – but also fungible, hard to confine. Technology generates

secure systems and attacks on them simultaneously with regimes that deter,

punish and remediate; corrective aspects include systems that warn of likely

infringements (for example, in accessing pornographic or other criminal sites),

systems that remove access because of infringements or report them to

authorities, and, of course, algorithms designed to counter misuse, viruses, etc.44

The skills deployed to create secure transactions are the same as those used to

‘break’ that security, while the legal system uses its efforts to deal with such

breaches, even while creation and counter-attack are occurring. The result is that

capacity for protecting and revealing information is constantly changing in extent

and nature, because that is inherent in the technology, but law struggles to

address such a fluid situation. What constitutes privacy at this juncture may not

therefore be the same privacy within a few years or even months, because of

technological advances:45 Each advance poses a different challenge that

requires integration into the privacy debate. ICT-mediated conversations, written

or oral, telephonic or via computer, are embedded in several layers of revealing

data, depending on the style of communication (email versus telephone, for

instance). Adding a real-time, camera capacity enhances communication, but

also reveals expression and body language (which may run against the tone of

voice) and may reveal other listeners, background information, location, and so

on, which the speaker(s) might wish to remain ‘private’, even from one another.

Technology also branches out into unexpected disciplines, interests and

questions;46 it does not behave in a linear fashion that encourages

predictability.47 Privacy, then, can seem to emerge as a function of technical

capacity, not a right or capacity of a fixed, unchanging kind.

What does the law do and can it really do it?

Regulation generates as well as redresses complaints about privacy breaches
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through raising awareness.48 Laws defining ‘sensitive information’ also skew

attention towards areas that often do not excite citizen attention: ethnicity, sexual

orientation, religion, politics and lifestyle appear of little concern compared with

addresses and finance, unless respondents are prompted.49 Law therefore in part

creates the ‘problem of privacy’ by identifying behaviours deemed to breach it.

The five-yearly census in Australia in 2006 briefly excited such interest, with a

range of objections to revealing ‘private’ information, even though identification

was to be removed and strict legal guarantees of protection were imposed.50

Law also appears ignorant of ICT’s shifting capacities. Law relies on its

resistance to speed to assure interpretive certainty. But when ICT influences law

through changes to language and methodology, it also influences the outcomes

of law and alters law’s territory: for example, legal reliance on paper documents

and handwritten signatures is changed with ICT-generated documents (or ‘virtual’

documents) and electronic signatures that are complex digital algorithms, yet

whose date and time, also embedded, is not always visible – what does this

mean for a ‘communication’ or ‘evidence’? Computer documents are not

documents as we have understood them until they are printed (and therefore

may also be digitally manipulated), because until then they take on a screen

appearance that masks their digital nature. The law-ICT intersection between

government capability, responsiveness to constituencies, electoral cycles,

professional behaviour and technical possibility is a meeting of paradigms rather

than an adjustment between competing methodologies and technical knowledge.

Law’s knowledge relies on historical data for extrapolation; ICT knowledge shows

little interest in history as self-reflection or respect for precedent. Law relies on

order as a condition and consequence of its function; ICT algorithms are

precursors to exploration of unexpected possibilities – they provide a way

forward that may be very different from the experience from which they emerge.51

This means that law is constantly looking back to use experience to decide on

present issues, constraining itself, while ICT, equally constantly, abandons its

position to look forward, unconstrained by past lessons. ICT can therefore shift

much faster in its behaviour and responses than law.
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Regulation’s advantage is that analysis, proposal, promotion, consultation and

implementation fall within a bureaucratic paradigm, yet its reactive system,

unable to anticipate ICT implications, threatens to stifle them, foreshadowing

problems without offering solutions.

Because of changing problems and piecemeal responses, privacy laws are also

subject to fragmentation52 and may be latecomers among other regimes that

affect privacy, such as Freedom of Information and Ombudsman’s Acts, regimes

governing professions, regimes managing taxation and health, or rules for

reporting performance to government. Differentiation encourages a focus on

specific issues that omnibus legislation cannot supply: comprehensive legislation

to protect privacy as a universal right appears to be impossible, not only because

of changing technology, as we have noted, but because of the range of

‘privacies’. On the one hand, it can be assumed that there is a privacy protection,

as a general condition, when there may not be (examples abound in government

action and data sharing), and, on the other, as we have also seen, self-privation

or restraint may prevent useful sharing (constraints on data sharing by the

Australian Taxation Office through its unique Tax File Number system is an

example).53 A general set of privacy principles is similarly difficult to construct,

and for the same reasons of changeability and lack of specificity. In federal

systems like Australia’s, parallel legislation at federal and state level is an

additional load.54

These problems, then, are a consequence of three factors: the elusive character

of privacy; the protean impacts of ICTs; and asking regulatory instruments to

carry too heavy a burden. The problems posed by regulatory solutions can be in

part resolved by shifting the frame to other institutional responses, which include

law but also integrate it with broader considerations of public policy and

management. This is not a way of disempowering citizens or of eroding rights but

of moving toward a regime which is flexible, adaptive, and based on citizen

engagement with those issues that are of concern.

Shifting the frame of reference can be helpful. The intractability of questions in
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certain contexts can mask useful advances in data sharing and privacy analysis

that seek to resolve obstacles to e-government.55 Pragmatic initiatives include

design of protective instruments that emphasize in-built safeguards rather than

redress of complaints, ‘soft’ regulation and ‘gentle’ enforcement, rather than

‘command-and-sanction’.56 Such initiatives are part of a shift towards quasi-self-

regulatory systems that rely more on education and exhortation than on central

direction backed by penalties as a first or likely response.

The drivers for sharing and control move in contrary directions,57 but when we

grant government legitimacy in invading our privacy, we allow the means of that

invasion to remain secret, acknowledging necessity but also practical limits to

non-technical understanding. Certainly ICTs embody capabilities such as data-

mining that enlarge intervention capacity. In principle, too, preferring security

rather than private values uncomfortably evokes old state assertions of

prerogative rights. The security debate, for example, bypasses rather than

resolves competing demands of government (representing societal rights) and

individuals (asserting private claims). It illustrates intersecting, paradoxical yet

pragmatic policy responses linked to technology, and it signals the costs of failing

to develop effective information sharing.

For governments like Australia’s, the problem is in retaining final say in how or

what communications they intercept, in not sharing all the technical secrets they

have, while re-engaging people and organizations in government business and

supporting social linkages. Because of cultural predispositions towards individual

control, popular skepticism about the role and effectiveness of government (and,

more broadly, issues about how much trust citizens do indeed repose in their

governments), and a history of raising concerns about how government might

use the information it collects, Australia is a particularly difficult case for

managing privacy in an environment that demands greater levels of security.

Although the current federal government now requires information and more

secure systems, when in opposition it opposed such controls, and as a

government it has been unwilling to press on too quickly even in matters such as

health or taxation. It has not fully resolved its ‘liberal’ interest in freedom from

SME-Entrepreneurship Global Conference 2006 – Refereed Paper



13

government with government need for information whose collection can imply

intrusion. The government therefore applies its information gathering regimes

inconsistently and in response to perceived political acceptance: national security

justifies great intrusion; breaches of the tax law are not so serious; and data for

health programs must get along without all desirable information.

Protection of privacy, like privacy itself, emerges as a function of technical

possibility. How then do we avoid privacy obstructing progress in business and

government yet also recognize social norms and furnish services?58 We may

change the behaviour and presentation of those collecting information, to transfer

responsibility and control to information providers and users, to avoid paralysis in

the face of opposition.59 The policy problem is to create management regimes

that do not forfeit technological benefits but also do not privilege them over all

other considerations.

Management regimes recognize the extent to which the population will accept

changed boundaries between the individual and society. Privacy regimes must

delineate territories with permeable, shifting borders to accommodate

unpredictable ICT capacity. Privacy regimes set the operating framework within

which management must function, but with one eye to feasibility. Governments

will have to ask citizens what data belong to individuals and what might be

shared with employers, business or government. Information most obviously

private is also information usefully shared, such as in health. Governments can

then use technology to reinforce and manage service and data privacy.60

Exploration of the ways forward is at an early stage. Governments, for example,

clearly have to build and rebuild trust with citizens.61 They may have to assist

more actively in distributing and accessing ICT but also provide education in

support. They will have to demonstrate that the exchange of information between

government and citizens is principally in the citizens’ interest. They will have to

show, conclusively, that more efficient, effective and people-friendly services

follow from this exchange. One strategy not explored here is deliberative

polling.62 Individual privacy protection is as much an issue for political decision

and public policy as for law or technical capacity.63 In plain terms, this suggests
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the desirability of asking citizens what they want as a first step, not as an

afterthought.

Where to next?

Privacy can be understood not as a special problem but as a domain around

which issues of engagement between people and their systems cluster. People

engage, on varying, often unequal terms, with government, with business, with

technology, with civil society at large, and with individuals. All these links bring

with them elements of privacy, but not the same elements or the same mix of

elements in each case. Privacy policy may appear different from other policy

sectors because of the newness of technical facades, but the useful means of

address are the old, tried ones. Privacy is but one issue of governance and

management.

An approach drawing on the fields of public policy and management suggests

integration strategies designed to generate a new privacy paradigm that

manages the transition between modes of service and governance. Such an

approach recognizes that technology offers interim solutions, not final resolution.

Costs and acceptance risks are high; the preferred strategy is incremental and

governance-directed. The task becomes one of management of the ‘wickedness’

of privacy problems, focusing on intersections of interests and competing

imperatives.

Models for interaction show information exchange and tensions between what

government wants to do, what technology allows, and the challenges to privacy.

The citizen is at the intersection of information, service and governance. Each

issue relates to the other; each influence proceeds in both directions. The citizen

is the focal point of those with an interest in what she wants or supplies, but also

exercises a legitimizing role for other functions. A focus on creating public value

emphasizes ICT-enabled responsiveness to neutralize alienation from actors and

processes while striving to neutralize alienation implicit in technologies replacing

personal contact.
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The quest for a model integrating privacy controls with public management and

government is in its early stages.64 If privacy is to be valued in recognizably

traditional ways, it must be defined in such a way as lends it to control and

redress. How this will change privacy is little understood and likely to be the

subject of ongoing change. A viable model seems likely to require transformation

as an inherent characteristic, to accommodate the changeable nature of ICTs

and the range of responses to opportunities this offers. The model might

accommodate the characteristics of legislation, or, more radically, it might

propose an alternative paradigm susceptible to legal attention yet not be

constrained by it. Business and government would have to overcome behaviour

that deploys ICTs to disguise adapted systems, such as workplace surveillance

that really only replaces older models of supervisor monitoring and intrusiveness.

The legal system’s deployment of privacy principles would have to recognize the

implications of shifting capacity. Citizens would then decide on an appropriate

balance between individual privacy as an absolute value, privacy as a broader

social value, and gains from trading elements of these.

Conflicts between desires for privacy and desires for ever more innovative use of

ICTs in public policy and management are too important to be delegated for

resolution to specialist institutions and disciplines. Tools common to policy and

management in addressing problems that do not always have neat, economical

or elegant solutions can help define more sharply the questions we must ask and

identify more clearly the paths we must take.

For this to succeed, public engagement must occur, to elicit and address citizens’

concerns, and to canvass options that will engage the ‘privacy pragmatists’ and

lead towards more constructive partnerships with policy and technology

promoters. In this way the contradictory directions generated by pursuit of privacy

can become agendas for continuing public deliberation rather than specialist

debates leading to competing layers of flawed solutions.
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