Prediction of Individual Stock Movementsin Bursa Malaysia using Online News

Pei Pei Chan and Kar Seng Loke

1 Monash University Malaysia, School of 1T, Bandan®&ay,
46150 Petaling Jaya, Malaysia
Loke.Kar.Sen@infotech.monash.edu.my
http://www.infotech.monash.edu.my

Abstract. Prediction results of individual stock movement in the Malaysian Sock Exchange using online
news is presented. The technique combines automatic text extraction and neural networks prediction. The
focusis on four companies listed in Malaysian stock market. Text preprocessing techniques are employed
to process the news articles to produce phrase and word feature vectors. Backpropagation and Probabil-
istic neural network are employed as classifiersin the model and their performances are compared em-
pirically. The findings show that the proposed approach gives prediction accuracy that is significantly
better than random guessing. In addition, the empirical results also show that phrase input outperforms
word input marginally in most prediction cases.

1 Introduction

Stock markets are affected by the trends and &egvin economic and financial industry. News miatio these indus-
tries may play a role in affecting to a certain &gthe movements of stock markets. There have beed, numer-
ous researches that examine the effects of neviaamcial markets, as cited in [1].

Research carried out to study the impact of newsuidiralian and New Zealand financial markets shioat good
news is associated with the increase in stock pacel exchange rates whereas bad news is linkad twntrary [1].
Goldberg and Leonard [2] also examined the influsrafenews contained in economic announcements oketsa
yields for United States and Germany. It was cahetlthat economic announcements certainly contgioitant
news that could affect market yields. Corresponglirgconomic announcements were regarded as antieés®urce
of information for market participants.

Furthermore, Pui et al. [3] presented theoriesdtatd that human behaviors are believed to heeiméed signifi-
cantly by news articles. Since human participaffessamarket development and news articles in tofiuence the
participants’ behavior thus it implies that newsickes may affect stock prices indirectly. The fimgé from these stud-
ies can serve as the basis for understanding how significantly impact on stock markets. The abuncgzof online
news articles provides valuable and potential nesesufor predicting the stock movements in thekstoarkets.

1.2 Resear ch Overview

A prediction model that integrates text extractonl classification technique with a neural netwadssifier is pro-
posed. This is an empirical research whereby exeertisrare carried out to evaluate the performanteeobrediction
model in stock movement prediction. Note, howetleat the buy-sell signals, transaction costs, pppaits and other
stock trading issues are not the subject of inténehis research thus will not be discussed.

In this research, neural networks are employedttey with online news articles as input data eghediction proc-
ess. This paper presents the research on stocktwadhat focuses on the listed companies in Madaystock mar-
ket, which is called Bursa Malaysia. Four listedhpanies have been specially selected from tworeiftesectors to be
studied in detail. The two companies from the Fiaswctor are Public Bank Berhad and Malayan BanRartpad.

On the other hand, there are also Bandar Raya Dmwelnts Berhad and LBS Bina Group Berhad from tbpdtty
sector.

The first and main objective of this research isxtamine the price movements of individual companiis online
financial news. Four well-known companies listedirsa Malaysia are chosen in two different secfbine empirical
study seeks to predict the movements such asegysbr down for the particular company on a cerdaiy. This
prediction will be done based on the news availahblae on that specific day. Online news is cimdsecause of ease



of processing and availability, and also of patdrititure automation. In any case, these newgssentially the same
as what would be available on print.

2 Literature Review

We review some of the literature that uses textasd for stock movement forecasting. Most of thistig techniques
discussed in this section are related to informatadrieval and data mining.

2.1 Prediction

Wuthrich et al. [4] used data mining on online nesticles to predict the daily movements of fivejanatock indices.
Textual statements are claimed to affect the evergtock markets, i.e. certain stock price dropse Of the main
features of this work is the use of priori domaimowledge, i.e., a set of 2-5 word keywords providg@d domain
expert. Probabilistic rules are used to predictitbed of a particular index during the testingiper The system is
reported to perform reasonably well in forecastiagy movements of the stock indices, and has mathégachieve
an average accuracy of 43.6%.

News headlines and predefined expert chosen kewmralused as the input in forecasting intradaseogy exchange
rate movements in Peramunetilleke and Wong [5]. Syis¢em developed in this work aims at predictiregdhtegorical
outcome (i.e., up, steady, down) of the currenaharge rates based on the US dollar.

Three weight computation methods such as Booleaw, IDFF (Term Frequency X Inverse Document Frequeacy)
TF x CDF (Term Frequency X Category Discrimination@ategory Frequency) are discussed in the reseAaded

on experiments carried out using these three mettiodompute keyword record weights, the study kemieel that TF
X CDF is the best performer among the three whittieae 51% accuracy.

NewsCATS (News Categorization and Trading Systera)sitock price trend prediction system that is mgalef three
main components that process, categorize presseelind generate trading strategies and recomnanslfg]. Clas-
sification task is done using a Support Vector Magetbased classifier [11].

The performance of the system is evaluated usinggehaimulation to compare the average profit peildéragainst that
of a random trader. The comparison results showthigasystem provides trading strategies that chieae profit
more effectively than randomly trading in the marke

Pui et al [3] proposed a framework for mining nplkitime series concurrently and using textual doent as source
of prediction. The purpose is to investigate therimelationships between different stocks so atetermine the stocks
that are influenced by a particular stock. The di@ss used in the experiments are based on the@upector Ma-
chine. Experimental results from the research sheigraficant increase in collective profit when 1imig multiple time
series as compared to mining single time series.

In Sagar and Lee [7] articles from the Internet rgransp is used with historical stock prices to peethie future stock
prices. Natural Language Processing (NLP) is useattact information from the text-based newsgroiiglas. The
initial investigation on the correlation betweenwsgroup articles and stock price movements foursitipe results.

2.2 Text classification and text preprocessing

Various technigues have been developed to buildctagsifiers for classification problems, for exade) k-nearest
neighbour [8], naive Bayes [9][10], support veat@chine [11] and neural network [12, 13].

Features extracted from the text documents maigliyrig to two categories: bag-of-words and phrasés]5]. Many
studies have been conducted to investigate theteftd these features on classification accura6yl[a,18] however
there seems to be no general consensus amongsthdses.

Generally, text classification process uses a veefaresentation of the documents to be classifibis vector repre-
sentation contains terms from the documents asasdte weights assigned to each term. Variouswesighting
techniques, for example, term frequency (TF), ineelscument frequency (IDF), TFxIDF [19, 20] haverbdevel-
oped.



Other text preprocessing techniques such as stegr{2in22], stop words removal [23,24] and principainponent
analysis [25] are commonly used in many text cfasdion studies.

Numerous neural network approaches have been gmdbfor text classification tasks. A 3-layer feedfard neural
network that uses Backpropagation learning rulebegs proven empirically to give good classificafp@erformance,
which is measured by precision and recall [25]. #He.NMAP neural model has been applied for clasdifcaof
text documents from the Brown Corpus collectiomas been shown empirically to outperform othessifecation
algorithms such as k-Nearest Neighbor and NaiveeBajassifier [12]. In another research, it wasitbaxperimen-
tally that Backpropagation neural network outparfera counterpropagation network in categorizingta62,344
documents [26].

3. ThePrediction M odel

This section presents a model that incorporatesahaatworks to classify news articles for stock ement prediction.
The networks used are Backpropagation and Prob@bilisural network that act as news classifiehmproposed
model. News documents are initially required toengt some preprocessing before being used astmplue classi-
fier.

3.1 Prediction model based on classification

The prediction model proposed in this research adapd incorporates text classification approagbeasof the pre-
diction process. Figure 1 gives an illustratioritef prediction model. Text classification can becdbed as a task
whereby a document from the document set is cladsifto a class from the set of predefined cladsesssence, the
attributes of a text document determine to whiadpfined class the document will be assigned. Aseaseen from
the model in Figure 1, online news documents agd @s input to th&ext Preprocessing phase.

The final feature matrix representing the entirdemtion of news documents will subsequently beiféol theNeural
Classifier which will strictly classify the documents into@bf the three classes. The three classedgr&teady and
Down whereby they are mutually exclusive.

Each news article is solely associated with a paeicstock. The classification result for a newsudoent is inter-
preted as a prediction based on the news conteéhabparticular document. As indicated in Figurdigtorical closing

prices together with reduced feature vectors agsgmted to the classifier as input-output pairs.Aiti@rical values
are used for training the neural network. Aftemtireg, the historical values are not used anymorhé prediction

task.
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Figure 1: The model for news-based prediction

3.2 Text pre-processing techniques



The main purpose of text preprocessing is to idgtiti€ features that are representative of the m@saments. More
specifically, the textual content of the documertstranslated into numeric representation.

Figure 2 shows the stages of text preprocessingtsupdocessing sequence. The output is a set tfreesectors also
known as document-feature matrix that represehtboaliments in the collection. This matrix is suhssgly passed to
principle component analysis (PCA) module wheredingensionality reduction process will begin.

After tokenization, the tokens tagged to indicédepart of speech using the MontyLingua algorithat thas adapted
from transformation-based tagging algorithm [27hc® all tokens have been tagged, regular expresai@nemployed
to decide the tokens that will be grouped toge#iseat phrase:

(RB|RBR|RBS|[JJ|JIR|JIS)* (]| JIR)IIS
RB = Adverb

RBR = Adverb, comparative
RBS = Adverb, superlative

JJ = Adjective
JIR = Adjective, comparative
JJSs = Adjective, superlative

Stop words removals are performed using 507 stapsvivom Lam and Savio [25]. Words that remainedradtl the
stop words have been removed are to be stemmegl th&irPorter's stemming [27] algorithm.
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Figure 2: Flow of text preprocessing stages

After the stemming process, the duplicated stemieatdires are removed. TFeature weight captures the frequency
count of the feature. As a result, features thpeapfrequently in a document will apparently hhigher weight than
those that appear less regularly.

A document-feature matrix, with its row and coluasxdocument and feature weight respectively, id tseepresent
the feature vectors for the whole collection of slments. PCA is then used to reduce the data dioensote, how-



ever, that this technique is not required whercthssifier is PNN since this network has the aptlit perform well
with large feature vectors.

4 Performance Evaluations and Experimental Results

This section explains techniques for evaluatingogrgormance of the prediction model and of the BPaid PNN
networks. Four main experiments are conducted atuate the performance of the prediction modelairitie net-
works in predicting the stock movements for ther foampanies. The experimental results are presemegdnalyzed
in this chapter.

4.1 Performance evaluation measure

The effectiveness of prediction is measured bydtsigacy in classifying each news article to theaxirclass using:

no. of correctly classified news articles
Accuracy = fotal no. of all news artcles

Each of the three class represents the differenements of the stock price thus there are threeatiytexclusive
classes namely up, steady and down.

4.2 Experimental Data

All the news articles are obtained from multipleisz®s such as AFX Asia (www.afxnews.com), Busiriésges
(www.btimes.com.my), The Star Online: Business {bestar.com.my) as well as Malaysian National NAgsncy:
Bernama (www.bernama.com.my).

News articles collected for this research coverpiivgod from ' January 2003 to $10ctober 2004, which is a total of
one year and ten months. A total of 444 news exitbr the four companies have been collected guhiis period of
time. The period was chosen based on availabifitieonews data.

In the perspective of this research, the closingksprice is considered to have gone up onlyapipreciates by at least
0.5% and above against the opening. Conversehpribe is regarded to have gone down when it dbypat least
0.5% or more.

4.3 Experimental Results

In Experiment 1 and 2, 2/3 of the news collectiomengsed for training the classifier whereas theaiaing 1/3 was
for testing the classifier. These training and tgstets contain equally spaced points data pialeed fhe original
dataset. This is one way to select a potentiallydgadset of data that contains every possible eleatoprain the
network.

Table 1: Training and testing data distribution for the four companies

Company Name Expe_rimen_t 1&3 _ _ Expe_ri_ment_ 4 _ _
Training Size Testing Size Training Size Testing Size

Public Bank Berhad 105 53 127 31

Malayan Banking Berhad 102 51 123 30

LBS Bina Group Berhad 55 27 66 16

Bandar Raya Developments Berhad 34 17 41 10

A 50-trial run was carried out in each of the expents that use BPNN as classifier and the avesageracy is com-
puted. Due to the variation in output results frdifferent experiments thus there is a need to herekperiments for a
reasonable number of times to get the averagetr&auriation in results is attributed to the natoféhe network
whereby the initial weights and biases used im#tevork during training are obtained randomly.



On the other hand, unlike BPNN, PNN does not demenchndom weights and biases thus the results thantlassi-

fier are expected to be relatively consistent. @qagntly, in Experiment 2 the prediction procesoisducted only
once to produce prediction results.

§ 550 § 550

8 ¥ 500 - 5 & 5001

= 9 > 450 |

2 2 45.0 1 53 %

o £ 400 - g 5 4001

38 S g 350

g2 350 o

3: 30.0 : : : : : I3 30.0 T T T T T f
0 5 10 15 20 25 30 0 5 10 15 20 25 30

Number of hidden units Number of hidden units

& 550 S 550

£ & 50.0 £ & 50.0 -

g_§45.07 g§45_0,

o = 40.0 1 o5 40.0

g 8 1 S G 350 -

g2 35.0 S g .

z 300+—m——— z 00—
0 5 10 15 20 25 30 0 5 10 15 20 25 30

Figure 3. BIREFEATHEERH LSy using equally spaced YRS 3 SORTEEEnk, Malayan Banking, LBS
Bina and Bandar Raya from left to right, top to bottom, in this order. Diamond indicates phrase
input, and squareindicatesword input.

All the neural network experiments are conducteth@Neural Network Toolbox 4.0.1 of MATLAB Version The
BPNN uses the Levenberg-Marquardt learning algorithth the network performance function (i.e., msgnare
error, MSE) set to 0.05.

4.3.1 Experiment 1.

In this experiment we use the BPNN with variougdeid units. Figure 3 shows the average predicticaracy. In this
experiment, the inputs to the network are the dgsphced data taken from the whole collectionefs articles.

As shown in Figure 3, the phrase feature vectdiopmis better than the word feature vector excephéncase of LBS
Bina. The graphs show that increasing the numbhidafen units increases the average predictionracgu

Table 2 shows the prediction results with its cqroesling p-values for each company. Each resuleidithest accu-
racy obtained through, whereh denotes the number of hidden units. A p-valueasptobability of observing a value

of the test statistic as extreme as or more extteéarewhat is observed and it is calculated urtdeassumption that
Ho is true.

In the following, the probability of obtaining tlodserved outcome (i.e., the p-value) when the ptiediis done based
on random guessing is calculated. In this casdy paatliction is independent from any other preditti For a Bino-
mial Distribution with parametersandp, the mean #p and variance ap(1-p) wherep is the probability of success
andn is the number of times of prediction. If n isrRailarge, the Binomial Distribution behaves appnoately as
Normal Distribution.

Since p-values 0.01 thus His rejected and it can be concluded that at thesitf¥fificance level there is sufficient
evidence to indicate that the data are consistéhthly. In other words, the prediction accuracy is sigaifitly better
than random guessing. Overall, the prediction madilg BPNN classifier is effective in predictingek price
movements for the four companies.

Phrase Word
Company h Avg. accu-
racy (%)

Avg. accu-

p-value h racy (%)

p-value




Public Bank 15 47.09 =0 13 41.06 ~0

Malayan Banking 10 38.16 1.0537E-07 7 38.08 1.6662E
LBS Bina 10 47.14 ~0 10 52.21 ~0

Bandar Raya 7 43.06 9.6535E-10 7 39.65 4.8279E-05

Table 2: p-value for the highest average prediction accuracy for each company

4.3.2 Experiment 2.

We test the performance of PNN using equally spdeta. Based on Table 3, in comparison with the &i@gfificance
level all the p-value tests are significant exdapttest for Bandar Raya using phrase input. Int weses, the null
hypothesis (HOpp = 0.3333) still can be rejected at the 10% sigaifce level. However, this test is rather weak as
compared to Experiment 1 and 2 that use either 188wsignificance level.

Company Test Data | Phrase Word
Size Accuracy (%) p-value Accuracy (%) p-value
Public Bank 53 47.17 0.0253 43.40 0.0814
Malayan Banking 51 45.10 0.0535 41.18 0.0924
LBS Bina 27 48.15 0.0790 48.15 0.0790
Bandar Raya 17 41.18 0.3261 52.94 0.0755

Table 3: Prediction accuracy using PNN

5 Conclusion

Results from Experiment 1 have shown that the pregh@sediction model is competent in predicting ktoxce
movements for the four individual companies. The afrthe first research objective in predicting &tpcice move-
ments for individual companies has been achievexitih the results from this experiment. All thediction results
are significantly better than random guessing. @pnaf that, the performance of BPNN classifier as® shown its
effectiveness in the prediction task.

In Experiment 1, the results of phrase and wordtmpee fairly consistent. There may be insufficievilence to make
a strong claim that phrase input performs betten tlvord input. However, in most cases phrase icputbe regarded
as a marginally better performer in predicting $keck movements for the four companies.

Overall, results from the Experiment 1 and 2 hawshthat the prediction model can perform signifitabetter than
random guessing. Although the data size may besalll, the text preprocessing techniques emplayedble to
extract useful information from the data. As a tgshe neural network in the prediction modellidesto produce sig-
nificantly good results for most of the predicti@sks.
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